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A. Additional Hyper-parameters
Following prior work [14–16], we assume the region of

interest is inside a unit sphere. The total number of training
iterations is 500k. When a given hash resolution is not active,
we set the feature vectors to zero. We use a learning rate of
1× 10−3 with a linear warmup of 5k iterations. We decay
the learning rate by a factor of 10 at 300k and 400k. We
use AdamW [6] optimizer with a weight decay of 10−2.
We set weik = 0.1. The curvature regularization strength
wcurv linearly warms up 5×10−4 following the schedule of
learning rate and decays by the same spacing factor between
hash resolutions every time ϵ decreases. The SDF MLP
has one layer, while the color MLP has four layers. For
the DTU benchmark, we follow prior work [14–16] and
use a batch size of 1. For the Tanks and Temples dataset,
we use a batch size of 16. We use the marching cubes
algorithm [5] to convert predicted SDF to triangular meshes.
The marching cubes resolution is set to 512 for the DTU
benchmark following prior work [1, 14–16] and 2048 for the
Tanks and Temples dataset.

B. Additional In-the-wild Results
We present additional in-the-wild results collected at the

NVIDIA HQ Park and Johns Hopkins University in Figure 1.
The videos are captured by a consumer drone. The camera
intrinsics and poses are recovered using COLMAP [11]. To
define the bounding regions, we have developed an open-
sourced Blender add-on1 to allow users interactively se-
lect regions of interest using the sparse point cloud from
COLMAP. The surfaces are reconstructed using the same

1https://github.com/mli0603/BlenderNeuralangelo

F1 Score ↑
NeuS [14] Geo-Neus [2] Ours

Barn 0.29 0.33 0.70
Caterpillar 0.29 0.26 0.36
Courthouse 0.17 0.12 0.28
Ignatius 0.83 0.72 0.89
Meetingroom 0.24 0.20 0.32
Truck 0.45 0.45 0.48
Mean 0.38 0.35 0.50

Table 1. Additional quantitative results on Tanks and Temples
dataset [4]. Neuralangelo achieves the best surface reconstruction
quality and performs best on average in terms of image synthesis.
Best result. Second best result. Best viewed in color.

setup and hyperparameters as the Tanks and Temples dataset.
Neuralangelo successfully reconstructs complex geometries
and scene details, such as the buildings, sculptures, trees, um-
brellas, walkways, and etc. Using the same setup as Tanks
and Temples also suggests that Neuralangelo is generalizable
with the proposed set of hyper-parameters.

C. Additional Tanks and Temples Results

We present additional results on the Tanks and Temples
dataset [4] in this section.

Surface reconstruction. Concurrent with our work, Geo-
NeuS [2] uses the sparse point clouds from COLMAP [11]
to improve the surface quality. However, we find that in
large-scale in-the-wild scenes, the COLMAP point clouds
are often noisy, even after filtering. Using the noisy point
clouds may degrade the results, similarly observed in [18].
As evidence, we benchmark Geo-NeuS [2] on Tanks and
Temples (Table 1). We find that Geo-NeuS performs worse
than NeuS and Neuralangelo in most scenes.

RGB image synthesis. Due to similarities between adja-
cent video frames, we report PSNR by sub-sampling 10
times input video temporally and evaluating the sub-sampled
video frames. Qualitative comparison of Neuralangelo and
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Figure 1. Reconstruction results ofNVIDIA HQ Park andJohns Hopkins University. Videos are captured by a consumer drone.

prior work NeuS [14] is shown in Fig 2. Neuralangelo
produces high-�delity renderings compared to NeuS [14],
with details on the buildings and objects recovered. Neither
COLMAP [11] nor NeuralWarp [1] supports view synthesis
or accounts for view-dependent effects. Thus, we only re-

port the F1 score of the reconstructed surfaces for these two
approaches.
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